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Surface morphology and carbon structure effects on sputtering: Bridging 
scales between molecular dynamics simulations and experiments 
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A B S T R A C T   

Experiments report large scatter in the sputtering yield of carbon materials under the bombardment of low- 
energy noble gas ions. Here, we conduct scale-bridging molecular dynamics (MD) simulations on the xenon 
bombardment of carbon substrates across ion energies of 75 eV to 2 keV, and at ion incidence angles of 0◦–75◦, to 
resolve uncertainties in the sputtering data. Results show rapid amorphization of the carbon subsurface with ion 
bombardment, but the structural characteristics (sp/sp2/sp3 bond proportion, atomic density) eventually plateau 
once steady-state sputtering is achieved. In addition, we obtain virtually indistinguishable “steady-state” 
amorphous structures across the range of ion energies and ion incidence angles, as well as for several different 
carbon structures, which suggests that the steady-state sputtering yield data is independent of the initial carbon 
structure and prior sputtering history. By accounting for changes in the local incidence angle, surface shielding, 
and redeposition of the sputterants associated with surface morphology effects, we demonstrate that the sput
tering predictions from MD are in perfect agreement with prior experiments across the range of ion energies and 
incidence angles. Using a Bayesian approach based on the MD data, we calibrate the parameters of a semi- 
empirical sputtering model for different surface morphologies.   

1. Introduction 

Sputtering is a physical phenomenon describing the ejection of 
particles from a surface by the bombardment of energetic ions. This 
process allows for controlled removal of surface layers [1,2], patterning 
of surfaces [3], and even the etching of holes with sub-micrometer 
resolution [4–8]. In other applications, the removed materials from 
sputtering are deposited as film coatings on a wide variety of substrates 
to enhance their physical, mechanical, and optical properties [9–12]. In 
many plasma-surface interactions, however, sputtering is not desirable 
since it erodes the material and alters the plasma operational conditions 
[13–15]. One important example is the gridded ion thrusters in electric 
space propulsion systems, where the impingement of charge-exchange 
xenon ions on the inside of the accelerator grid holes widens these 
holes during operation [16]. To extend the thruster life, the grid material 
is often fabricated from graphite, because of its low sputter yield and low 
thermal expansion coefficient. However, even this sputter-resistant 
material will eventually erode under the extended burn times of the 
ion engine typical for low thrust trajectories and deep-space missions 
[17,18]. In addition, long duration ion engine testing on the ground 

inevitably results in the deposition of back-sputtered carbon from the 
graphite panels of the facility walls onto the accelerator grid, causing 
significant uncertainties in performance and lifetime predictions [19, 
20]. 

Correcting for the facility effects to enable accurate assessment of the 
erosion rate for plasma facing materials in electric space propulsion 
devices, such as the accelerator grid of ion thrusters, ultimately requires 
prior knowledge of the sputtering characteristics of carbon. In spite of 
ongoing efforts over the past several decades, measuring the sputtering 
yield of carbon at low ion energies of 75–1000 eV relevant to electric 
space propulsion devices is non-trivial, because of the very low sputter 
yield of carbon [21–25]. Studies have reported large scatter in the 
measured sputter yield data particularly between measurements con
ducted in different laboratories, where the sputter yield can vary by 
nearly an order of magnitude at low ion energies [26,27]. The available 
sputter yield data for carbon also tends to be sparse at off-normal ion 
incidence angles, and extrapolation to the range of interest can intro
duce large errors. In addition, carbon has many different allotropes and 
exists in many polymorphs. The influence of different carbon structures 
on the sputtering yield characteristic is unknown. While many studies 
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have alluded to the similar sputtering yield and differential yield profiles 
between diamond, amorphous carbon, pyrolytic and isotropic graphite, 
as well as carbon-carbon composites [26,28,29], the underlying mech
anism is unclear, given the significantly different physical and me
chanical properties of these carbon structures. Studies also suggest that 
the measured sputtering yield may be sensitive to surface roughness, as 
evidenced by surface texturing on carbon films with height variations of 
~0.2–0.3 μm [29,30]. For example, Deltschew et al. [27] reported a 
two-fold higher sputtering yield of exposed carbon fibers compared to 
graphite films, which they attribute to the unique and evolving surface 
morphology of these fibers. Material surface roughness can also signif
icantly change the local incidence angle, and influence the trajectory of 
the sputterants, but the effect is challenging to quantify experimentally 
[29,31,32]. 

A well-developed analytical formula by Sigmund [33] has been 
widely adopted to estimate the sputter yield. Bohdansky [34] and 
Yamamura & Shindo [35] have since extended this formulation to cover 
a broader range of ion energies, and to account for very heavy or light 
ion sputtering as well as grazing ion incidence angles. Eckstein & Preuss 
[36] further augmented these formulas with an empirical-based 
correction factor specific for low energy sputter data. The 
semi-empirical or free parameters in these analytical formulas are 
typically calibrated against available data from experiments or simula
tion codes. On one hand, the experimental sputter yield data for carbon 
is very sparse and exhibits significant uncertainties in the low energy 
regime of interest (< 1 keV) to ion thrusters for electric space propul
sion. On the other hand, Monte Carlo simulation codes, such as Trans
port of Ions in Matter (TRIM) or the Stopping Range of Ions in Matter 
(SRIM), are based on binary collision approximation, which breaks 
down at these low ion energies [37–40]. 

In this paper, we perform molecular dynamics (MD) simulations on 
the xenon ion bombardment of carbon substrates across an extensive 
range of ion energies and ion incidence angles, to resolve the un
certainties in the experimental sputter measurements. We describe the 
MD modeling in Section 2, and elucidate the atomistic mechanisms of 
sputter erosion, in relation to the initial carbon structure and sputtering 
conditions. In Section 3, we upscale our sputter yield predictions from 
MD to account for surface morphology effects, and adopt a Bayesian 
approach to calibrate the parameters of a semi-empirical sputter yield 
formula based on our results. Section 4 discusses the implications of our 
simulation results in the context of sputtering experiments in the liter
ature. We conclude in Section 5 with a summary. 

2. Molecular dynamics modeling 

2.1. Approach 

We perform MD simulations on the xenon ion bombardment of 
carbon substrates using LAMMPS [41]. The C–C interatomic interactions 
are governed by an Adaptive Intermolecular Reactive Empirical Bond 
Order (AIREBO) potential [42]. This potential allows for bond breaking 
and reforming, and accurately describes the sp-sp2-sp3 bond hybridiza
tion in carbon structures [43], along with the van der Waals long-range 
interactions typical for multilayer graphene (MLG) structures [44]. 
Separately, the Xe–Xe and Xe–C interactions are governed by a 
Ziegler-Biersack-Littmark (ZBL) potential [45], to account for screened 
nuclear repulsion associated with the high-energy collision between 
Xe–Xe or Xe–C atoms. As shown by our density functional theory (DFT) 
calculations (Fig. S1 of the Supplementary Materials), this ZBL potential 
accurately captures the interactions between xenon atom and various 
configurations of carbon atoms. 

Majority of our ion bombardment simulations are performed on 
horizontally-oriented MLG (h-MLG), with the ABA stacking arrange
ment oriented normal to the vertical (z) axis (Fig. 1a). Our simulation 
box is periodic in the in-plane (x-y) directions with dimensions of 5.1 ×
4.9 nm2. We fix the bottom graphene layer throughout our simulations 
and designate the next two layers above as the damping layer to absorb 
the stress waves caused by ion impact. This follows with four heat bath 
layers above, which we introduce to equilibrate the system to the tar
geted temperature. Depending on the xenon ion incidence energy (E) 
and incidence angle (θ), we include multiple graphene layers above (9 
layers in case of E = 500 eV in Fig. 1a) to ensure that the damage caused 
by the incident xenon ions is confined within the active graphene layers 
above the heat bath. In addition to h-MLG, we also perform ion 
bombardment simulations on diamond and vertically-oriented MLG (v- 
MLG). For the former, we assign one, two and four unit cells of diamond 
(lattice parameter of 3.567 Å) as the fixed, damping, and heat bath 
layers, with an active diamond substrate comprising of 14 × 15 × 8 unit 
cells above. Our ion bombardment simulations of v-MLG comprise of 15 
graphene layers each of (y-z) dimensions 4.9 × 5.4 nm2. Atoms from 
within the bottom 7 Å and the next 14 Å of these graphene layers are 
designated as the damping and heat bath zones, respectively. In addi
tion, we attach a <001 > face-centered-cubic (FCC) Cu lattice structure 
to the bottom of these graphene layers, to provide structural rigidity and 
to capture the penetrated Xe ions channeling between these vertical 

Fig. 1. (a) Horizontally-oriented multilayer graphene (h-MLG) with designated fixed, damping, and heat bath layers colored in red, green, and blue, respectively. (b) 
Side view of the atomistic configuration of h-MLG after the first xenon ion impact at an energy of E = 500 eV and incidence angle of θ = 30◦. Green, black, and purple 
short lines denote sp, sp2, and sp3 bonds. Dashed red, blue, and black lines denote trajectory of the xenon ion, a knock-off carbon atom, and a sputtered carbon surface 
atom with sputtered angle, α. (c) Top-view of the atomistic configurations of the first four graphene layers corresponding to (b). 
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graphene layers. The interatomic interactions between Cu–Cu, Cu–C, 
and Xe–Cu atoms are governed by an Embedded Atom Method (EAM) 
potential [46], a Lennard-Jones (LJ) potential, and a ZBL potential, 
respectively, though the exact choice of these potentials will not affect 
the sputtering simulations since this Cu lattice is sufficiently far from the 
v-MLG surface. 

Prior to initiating the bombardment sequence, we adopt a time step 
of 1 fs and subject the entire carbon structure sans the fixed layer to an 
NVT ensemble maintained at a temperature of 400 K by a Berendsen 
thermostat for 30 ps, which is a typical surface temperature from a beam 
dump experiment [18]. We then switch off the thermostat and perform 
the ion bombardment simulations using a time-accelerated scheme as 
follows. For each ion bombardment, we deposit one xenon atom 
randomly above the substrate surface with an initial ion velocity (vx,vy,

vz) constrained to have the designated ion (kinetic) energy, E, of be

tween 75 and 2000 eV, and ion incidence angle, θ = atan(
̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅
v2

x + v2
y

√
/vz), 

of between 0◦ and 75◦. The exact choice of (vx, vy, vz) is randomly 
selected at the start of the simulation but is fixed between the successive 
bombardments of a given set of (E, θ) to simulate a constant ion beam 
source. We allow the system to equilibrate without a thermostat for the 
first 1 ps, with a time step of 0.1 fs, to resolve the initial impact dynamics 
associated with the deposition process. Using a time step of 1 fs, we then 
switch on the thermostat in the heat-bath region and set it to the target 
temperature of 400 K for the next 20 ps, before quenching the entire 
system to 400 K for a further 20 ps. We then repeat this entire process for 
the next ion bombardment. By accelerating the time between each 
bombardment sequence, our simulation predictions (e.g. sputter yield) 
are now in terms of the ion fluence, defined as the number of bombarded 
xenon ions per unit in-plane (x-y) area. 

2.2. Results 

Our MD simulations show that the penetration of xenon ions within 
the graphite layers at high velocities causes significant disruption to the 
atomic arrangement of carbon atoms along its path. Fig. 1b shows the 
side view of the atomic configuration of the graphitic substrate after the 
first xenon ion impact with an ion energy of E = 500 eV and ion inci
dence angle of θ = 30◦. The heavier and significantly larger xenon atom 
knocks-off multiple carbon atoms, leading to a collision cascade along its 
path (red dashed line), before residing between the L4 and L5 graphene 
interlayers. The subsequent collision of one of these knock-off carbon 
atoms (colored in blue with trajectory in blue dashed line) leads to 
sputtering of a surface carbon atom (black) with sputtered angle α and a 
kinetic energy of ~20 eV. The bombardment process results in the 
breaking of sp2 bonds (black) to form sp bonds (green), as well as a small 
percentage of sp3 bonds (purple). In addition, multiple pores are created 
within the first four graphene interlayers (L1 to L4 in Fig. 1c) along both 
the xenon ion path and at the location of the sputtered carbon atom (L1). 

Repeating the bombardment process above increases the density of 
sp bonds at the expense of sp2 bonds, and results in amorphization of the 
graphitic subsurface spanning the penetration depth of the xenon ion. 
We partition the evolving atomistic structure into vertical bins of 0.335 
nm representing the interlayer spacing, and average the proportion of sp 
and sp2 bonds within each bin. Fig. 2a–d shows the atomistic structure 
and the spatial distribution of sp versus sp2 bond proportions corre
sponding to four fluences. At low ion fluence of 1 × 1014 ion/cm2, chains 
of sp-bonded C–C atoms form across the damaged interlayers, but the 
layered h-MLG structure is still distinct (Fig. 2a). Increasing the fluence 
to 4 × 1014 ion/cm2 leads to a more porous and homogeneous carbon 
structure, with increasing (decreasing) proportion of sp (sp2) bonds to
wards the exposed surface (Fig. 2b). These trends continue until an 
almost equal proportion of sp and sp2 bonds are formed at the surface 

Fig. 2. (a-d) Atomistic configuration (left) and corresponding spatial distribution of sp and sp2 bond proportions (right) of h-MLG subjected to ion energy of E = 500 
eV and ion incidence angle of θ = 30◦ at four ion fluences. (e) Close-up view [green box in (c,d)] depicting the sputtering sequence initiating with scission of sp and 
sp2 bonded C–C chains (blue atoms) along the xenon ion path (red atom), leading to the ejection of 2 single and 1 duo carbon atoms from the surface. Arrows denote 
trajectory of xenon (red) and sputtered carbon atoms (blue). 
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(Fig. 2c). Beyond this fluence, steady-state sputtering is achieved, and 
the spatial distribution of sp versus sp2 bond proportions, indicative of 
the structural characteristics of the amorphous subsurface, remains 
unchanged under further ion bombardment (compare Fig. 2c and d). 
Fig. 2e shows snapshots of the typical steady-state sputtering sequence, 
caused by scission of both sp and sp2 bonded C–C chains (blue atoms) 
along the xenon ion path (red atom, arrow), leading to the ejection of 2 
single and 1 duo carbon atoms from the surface (Movie S1 of the Sup
plementary Materials). Similarly, we have traced the origin of the 
sputtered carbon species under steady-state bombardment across 
different E and have found that the sputtered species consistently orig
inate from the exposed surface due to the higher proportion of weaker sp 
bonds (Fig. S2 of the Supplementary Materials). Unlike metallic mate
rials, the carbon substrate traps xenon ions within the subsurface to a 
much higher degree, with the xenon absorption rate ranging from ~10% 
at E = 200 eV, θ = 60◦ to ~100% at E = 1 keV, θ = 0◦ (Fig. S3 of the 
Supplementary Materials). This high xenon absorption rate will signif
icantly bias mass loss measurements for quantifying the sputtering yield 
in experiments [29,47,48]. 

Supplementary video related to this article can be found at https 
://doi.org/10.1016/j.carbon.2023.01.015 

We average the percentage of sp and sp2 bonds, as well as the atomic 
density, within the volume of the amorphized region bounded by the 
average xenon ion penetration depth (Fig. S3 of the Supplementary 
Materials) and α-shapes surface reconstruction [49] at each fluence, to 
quantify the evolving bond fraction and porosity in the amorphous 
subsurface. Figs. 3 and 4 show these evolving structural characteristics 
with ion fluence for three representative ion energies of E = 200, 500 
and 1000 eV, and at four ion incidence angles of θ = 0◦, 30◦, 45◦ and 
60◦. In all cases, the decrease in the sp2 bond percentage with ion fluence 
is accompanied by a corresponding increase in the sp bond percentage 
(Fig. 3) – the percentage of both these bond types under steady-state 
bombardment (arrows) sum to 96%, with the remaining 4% attributed 
to sp3 bonds. In addition to these changes in the bond types, the struc
ture also becomes increasingly porous with bombardment, as shown by 
the decrease in atomic density ρ (Fig. 4). Beyond a certain fluence (ar
rows in Figs. 3 and 4), both the sp/sp2 bond fractions and ρ reach a 
plateau, with nearly identical steady-state values for different E and θ. 
This suggests that the amorphous subsurface structures created by 
different ion energies and ion incidence angles are virtually indistin
guishable from one another under steady-state bombardment. We have 
repeated these calculations across a wider range of E and θ, and have 
summarized the near-uniform steady-state sp/sp2 bond fractions and ρ 
in Fig. S4 of the Supplementary Materials. 

Our amorphous subsurface structures above are created by the xenon 
ion bombardment of h-MLG. We repeat our ion bombardment simula
tions on sp3-bonded crystalline diamond with E = 1 keV, θ = 45◦

(Fig. 5a), as well as v-MLG with E = 700 eV, θ = 30◦ (Fig. 5b). The initial 
evolution of the sp/sp2 bond proportion (Fig. 5c) and the atomic density 
ρ (Fig. 5d) is sensitive to the initial crystal structure. For v-MLG (blue 
curves), the increase in sp bond proportion with fluence is accompanied 
by a decrease in sp2 bond proportion, which is similar to h-MLG. In 
contrast, for the diamond substrate (red curves), both proportions of sp 
and sp2 bonds are converted from sp3 bonds during the bombardment 
process, and monotonically increase with fluence. In addition, because 
of the more-densely packed nature of sp3-bonded diamond, the drop in ρ 
(increase in porosity) for the diamond substrate with fluence is also 
more pronounced compared to v-MLG. Nevertheless, under steady-state 
bombardment, both the proportion of sp/sp2 bonds and the atomic 
densities plateau to the exact same values as for h-MLG (average steady- 
state values across all h-MLG cases simulated denoted by dashed black 
lines). Thus, the “steady-state” amorphous carbon subsurface structures 
created by ion bombardment appear to be independent of both the 
sputtering conditions (E, θ), as well as the initial carbon structure. We 
track the accumulated quantity of sputtered carbon as a function of ion 
fluence for both diamond (red solid line) and v-MLG (blue solid line) in 

Fig. 5e and include the results for h-MLG under the same sputtering 
conditions as for diamond (red dashed line) and v-MLG (blue dashed 
line). While the diamond structure has the highest initial sputtering 
yield, as defined by the slope of the curves in Fig. 5e, the sputtering 
yields under steady-state conditions (arrows) are nearly identical for 
diamond and h-MLG, as well as v-MLG and h-MLG, under the same E and 
θ. This confirms that the bombardment process creates a unique amor
phous subsurface structure that is independent of both the initial carbon 
structure (e.g., diamond, v-MLG, and h-MLG), and the sputtering history 

Fig. 3. Evolution of the average percentage of sp and sp2 bonds within the 
amorphized subsurface with ion fluence for ion energies of E = 200, 500, and 
1000 eV, and at ion incidence angles of θ = 0◦, 30◦, 45◦ and 60◦. Arrows denote 
steady-state sputtering regime. 
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(prior E and θ). Consequently, the measured steady-state sputtering 
yield from all these different initial carbon structures will be identical. 

We summarize the steady-state sputtering yield from MD simulations 
across different E and θ in Fig. 6 (blue symbols). Note that these MD 
results are based on the xenon ion bombardment of an initial h-MLG 
structure, with exception for E = 75 eV (all θ) where we adopt the 
steady-state amorphous structure created from h-MLG subjected to E =

200 eV (θ = 45◦) as the starting initial configuration for our ion 

bombardment simulations to reduce computational time. In fact, start
ing with h-MLG at E = 75 eV may not result in carbon sputtering because 
of the strong in-plane sp2 bonds. We include the sputtering yield from 
existing experimental studies in the literature (black symbols), as well as 
our calculations from SRIM models (purple symbols) [39]. As prior 
studies have shown, SRIM calculations based on binary collision 
approximation tend to be inaccurate at ion energies of below ~1 keV, 
due to the inability to handle many-body collisions of arbitrarily many 
atoms [40,50]. Similarly, our sputtering yield predictions from SRIM 
tend to deviate from MD predictions at E <∼ 1 keV. More importantly, 
our MD results on the sputtering yield are generally in good agreement 
with experimental measurements at intermediate θ across the ion energy 
range of 75 eV ≤ E ≤ 2 keV, but under and overpredicts the sputtering 
yield at θ = 0◦ and 60◦, respectively. We attribute this to surface 
morphology effects, detailed later in Section 3, which are beyond the 
length-scales of MD simulations. 

In addition to the sputtering yield, the differential sputter yield 
profile, representing the probability density function (PDF) f(α) of the 
angle of the carbon sputterants, α, is equally essential to quantifying the 
contributions of redeposition (contamination) effects on plasma facing 
materials, including those of solar cells, fusion reactors, and electric 
propulsion facilities [20,51–55]. From MD simulations, we trace the 
local angle of emission α of the carbon sputterants (Fig. 1b) ranging from 
− 90◦ to 90◦ with respect to the surface normal under steady-state 
bombardment, to construct f(α) for sputterant emission in Fig. 7, at 
ion energies of E = 200, 500, 1000 and 2000 eV and at four ion inci
dence angles of θ = 0◦, 30◦, 45◦ and 60◦. Each symbol in Fig. 7 repre
sents a cumulative probability density based on the sum of all 
sputterants across the azimuthal angles over a bin size of ±10◦ from the 
indicated α value. Our results show that the profile of f(α), while pri
marily a function of θ, is independent of E. The PDF profile transitions 
from near-uniform distribution of sputterants across a wide range of α 
for θ = 0◦, to having a skewed distribution at higher θ favoring the 
forward scatter direction with maximum distribution of sputterants 
centered at α ≃ 50◦. In addition, f(α) at a specific θ can be well described 
by a linear combination of two Gaussian function distributions (blue 
curve in Fig. 7), each representing the dominant forward (0◦ < α < 90◦) 
and backward ( − 90◦ < α < 0◦) scatter directions 

f (α)= A
σ1

̅̅̅̅̅
2π

√ e
− 1

2

(
α− μ1

σ1

)2

+
1 − A
σ2

̅̅̅̅̅
2π

√ e
− 1

2

(
α− μ2

σ2

)2

(1)  

where μj represents the peak sputtered angle, σj the spread due to the 
inelastic collisions, and A the relative contribution of the forward (j = 1) 
and backward (j= 2) sputterants. The fitting parameters for μj, σj,A are 
summarized in Table S1 of the Supplementary Materials. 

3. Surface morphology modeling 

Scanning electron microscopy (SEM) imaging of amorphous carbon 
films show the surface, while macroscopically smooth, appears very 
rough at lower (micrometer) length-scales (Fig. 8a) [47]. Atomic force 
microscopy (AFM) measurements of the surface height map (Fig. 8b) 
show the surfaces to have height variations (amplitude) on the order of 
H
2 ≃ 200 nm [47]. In addition, there are a total of 12 peaks within the 5 ×

5 μm2 surface height map, which infers a wavelength of λ ≃ 2 μm. For 
simplicity, we represent the surface morphology in one-dimension by a 
cosine function 

h=
H
2

cos
(

2πx
λ

)

+
H
2

(2) 

As depicted schematically in Fig. 8c, the surface normal n now varies 
with location x along the surface. Hence, the local incident angle, θL, at 
the surface impact point is now distinct from the global ion incidence 
angle θ. Note that the sputtering yield predictions from MD (Fig. 6) are 

Fig. 4. Evolution of the atomic density, ρ, within the amorphized subsurface 
with ion fluence for ion energies of E = 200, 500, and 1000 eV, and at ion 
incidence angles of θ = 0◦, 30◦, 45◦ and 60◦. Arrows denote steady-state 
sputtering regime. 
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with respect to the surface normal n, and hence are based on local ion 
incidence angle θL. The continuous variation of θL along the surface in 
turn causes the sputtering yield YMD(E, θL) to vary even for ion 
bombardment with uniform θ. Because of the undulating surface, how
ever, only a proportion K of the sputterants can escape from the surface 
(purple arrows in Fig. 8c), while the remaining proportion D (= 1 − K) is 
redeposited back onto the surface (green arrows in Fig. 8c). The values 
of K and D are the cumulative probability of f(α) (Fig. 7) over the do
mains that can be delineated by lines joining the ion impact site, and the 
surface peaks within the field-of-view (dashed purple line in Fig. 8c). In 
addition, the undulating surface shields a portion of the surface, be
tween the limits of xs < x < xe in Fig. 8d, from the incoming ions. 

Accounting for all three surface morphology effects, the effective 
sputtering yield can be expressed as 

Y
(

H
λ
,E, θ

)

=

∫ λ
0 KYMD[1 − stp(x − xs) + stp(x − xe) ]ξdx

∫ λ
0 ξdx

(3)  

where stp(x) denotes a unit step function, and ξ(θ,x) is the local ion 
fluence representing the variation of ions impacting the undulating 
surface per unit elemental dimension dx. Note that ξ is constant when θ 
= 0◦. We remark that this simple model does not account for surface 
curvature effects, which are only apparent at high ion energies (>∼ 5 
keV) and at very small λ (<∼ 100 nm) where the impact-induced 
damage can span across multiple nanoripples [30,56,57]. For a 
perfectly smooth surface, i.e. Hλ = 0, we obtain Y = YMD. For Hλ > 0, we 
assume a constant incoming ion fluence at the far-field, and solve (3) 
numerically by discretizing the domain 0 ≤ x ≤ λ into individual ele
ments, each with a constant K and YMD. We consider the cumulative 
contributions of local incidence angle, surface redeposition, and surface 
shielding effects on the effective steady-state sputtering yield Y as a 
function of Hλ in Fig. 9. Results show that the changes in the local inci
dence angle (dashed dot line) significantly changes the sputtering yield 
across all θ, and represents the most significant effect of surface 
morphology. This inclusion of surface redeposition effect (thick dashed 

Fig. 5. (a,b) Evolution of the atomistic configurations with ion fluence for diamond with E = 1 keV, θ = 45◦ (a), and for vertically-oriented multilayer graphene (v- 
MLG) with E = 700 eV, θ = 30◦ (b). (c,d) Evolution of the proportion of sp and sp2 bonds (c) and atomic density ρ (d) within the amorphous subsurface for diamond 
(red) and v-MLG (blue). Dashed black lines denote average values for h-MLG under steady-state bombardment. (e) Total quantity of sputtered carbon atoms with 
fluence for diamond (solid red line) and v-MLG (solid blue line), as compared to h-MLG under the same E, θ (corresponding dashed red, and blue lines). Arrows 
denote the steady-state sputtering regime. 
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line), however, lowers the sputtering yield and partially mitigates the 
influence of local incidence angle changes for θ ≤ 45◦. In contrast, 
surface shielding effect is only visible at high Hλ coupled with high θ of 
60◦. When all three contributions are considered (solid line), our results 

show that the effects of Hλ are especially dominant at higher ion incidence 
angles of θ = 60◦, where we observe a several-fold drop in the sputtering 
yield for E = 500 eV, at H

λ ≃ 0.2 representative of amorphous carbon 
films (Fig. 8a and b). We summarize our steady-state sputtering yield 

Fig. 6. Steady-state sputtering yield from MD simulations (blue symbols) and SRIM calculations (purple symbols) versus experiments for different carbon structures 
(black symbols) across various E and θ. 

Fig. 7. Probability density function (PDF) of the differential yield profile of the sputterants, f(α), from MD simulations, at E = 200, 500, 1000 and 2000 eV with θ =

0◦, 30◦, 45◦ and 60◦. Each symbol denotes the cumulative probability density over all azimuthal angles within a bin size of Δα = ± 10◦. Blue curve shows the average 
fitting over all E for each θ, based on a linear combination of two Gaussian distribution functions. 
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predictions, corrected for surface morphology effects (H
λ = 0.2) in 

Fig. 10 (blue symbols). Our augmented MD predictions are now well 
within the experimental scatter across the range of ion energies and ion 
incidence angles. 

Empirical and semi-empirical models to describe the sputtering yield 
commonly assume that the energy and angular dependence are sepa
rable, i.e. 

Y(E, θ) = Y(E, 0)Y ′

(θ) (4)  

here, we will adopt the formalism by Eckstein & Preuss [36], where the 
energy dependence of the sputtering yield at normal incidence can be 
expressed as 

Y(E, 0) = Qsn

(
E

Eth
− 1

)μ

λ
w
+

(
E

Eth
− 1

)μ

w = ε + 0.1728
̅̅̅
ε

√
+ 0.008ε0.1504

(5)  

with the multiplicative factor for angular dependence 

Y ′

(θ) = (cos(θc))
− f exp

(
b
(
1 − (cos(θc))

− 1)) (6)  

where sn in (5) is the nuclear stopping cross section in the form of a 
Krypton–Carbon potential relevant to the low energy bombardment of 
xenon ions on carbon species [50,58], and is expressed as 

sn =
0.5 ln(1 + 1.2288ε)

1 + 0.1728
̅̅̅
ε

√
+ 0.008ε0.1504 (7)  

with the reduced nuclear stopping power 

ε= aL

ZiZS

4πε0

e2

Ms

Mi + Ms
E (8)  

where ε0 = 1.42 × 10− 40 C2eV− 1Å
− 1 

is the vacuum permittivity, e =

1.602 × 10− 19 C is the elementary charge, (Mi,Zi) and (MS,ZS) are the 
(atomic mass, atomic number) for xenon and carbon atoms and are 
taken to be (131.293 g mol− 1, 54 amu) and (12.011 g mol− 1, 6 amu), 
respectively, and aL is the Lindhard screening length 

aL =

(
9π2

128

)1
3

a0

(

Z
2
3
i + Z2

3
s

)− 1
2

(9)  

with the Bohr radius, ao = 0.529 Å. 
The parameters (Q, λ, μ, Eth) in (5) along with (b, c, f) in (6) can be 

regarded as physics-based fitting parameters for the energy and angular 
dependence portions of the semi-empirical sputtering model. Notably, Q 
is the scaling representing the spread of the impact energy between the 
ion and the target, λ, μ describes the strength and the onset of the 
sputtered yield at low ion energy, Eth denotes the threshold energy for 
sputtering, f scales with the proportion of the particle reflection coef
ficient, while b, c controls the peak sputter yield angle [36]. We employ 
Bayesian parameter estimation, applied to the MD dataset of the sput
tering yield augmented to account for surface morphology effects (H

λ), to 
generate posterior probability distributions for these semi-empirical 
parameters. Because the sputtering yield at our lowest simulated ion 
energy of E = 75 eV is several orders of magnitude smaller than the 
sputtering yield at E = 2 keV (Fig. 10), parameter estimation in the 
linear space would incorrectly negate the lower energy dataset in favor 
of the higher energy dataset because of their significantly higher sput
tering rates. Instead, we transform (4)–(6) to the natural logarithmic 
space to allow the MD dataset across the entire ion energy range of 

Fig. 8. (a,b) Scanning electron microscopy (SEM) imaging (a) and atomic force microscopy (AFM) surface height measurements (b) of amorphous carbon films [47]. 
(c,d) Schematic of an idealized surface geometry represented by a cosine function with amplitude H/2 and wavelength λ, depicting changes in the local incidence 
angle θL from the global ion incidence angle θ at the impact site, redeposition of the sputterants D to only allow the proportion K to escape (c), along with the 
shielding of a portion of the surface, xs < x < xe, from the incoming ions (d). 
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75 eV ≤ E ≤ 2 keV to be adequately considered in a Markov chain 
Monte Carlo algorithm (MCMC) with Delay Rejection Adaptive Method 
(DRAM) [59]. We summarize in Table 1 the fitting parameters of the 
Eckstein & Preuss [36] sputter model that yield the maximum likelihood 
curve based on MD results for varying H

λ . For completeness, we also 
include parameters fitted to the experimental sputter yield data of the 
various polymorphs of carbon (black symbols in Fig. 10) at normal ion 
incidence angle [60]. We observe significant changes to these maximum 
likelihood parameters with Hλ , which demonstrates the sensitivity of the 
sputtering data to surface morphology. Based on the maximum likeli
hood parameters for Hλ = 0.2 (see PDF of the fitting parameters in Fig. S5 
of the Supplementary Materials), we include in Fig. 10 the sputtering 
yield from the newly-calibrated Eckstein & Preuss [36] model (blue 
curves), along with the likelihood bounds of ±3σ (shaded grey), where σ 
is the standard deviation. The fitted results are in near perfect agreement 
with MD data across all E and θ, with the likelihood bounds encom
passing most of the experimental data. 

In addition to changes in the sputter yield predictions, the effects of 
surface morphology can induce changes to the apparent differential 
yield profile with respect to the global (x,y,z) coordinate system. Here, 
we quantify the local sputter yield profile over all discretized surface 
elements between 0 and λ, to obtain the effective PDF of the differential 
yield profile f(α) for different Hλ in Fig. 11. We summarize the parameters 
of (1) for different H

λ in Table S1 of the Supplementary Materials. Our 
results generally show that surface morphology has minimal effects on 
f(α), except at very high Hλ of 0.3 with ion incidence angles of θ ≥ 30◦, 
where a higher proportion of sputterants with |α| < 20◦ is favored since 
redeposition effects at higher |α| are exacerbated due to the steeper 
surface. 

As aforementioned, differential yield profile measurements for car

bon sputtering within the low ion energy regime (≤ 1 keV) of interest 
are extremely limited. Using a Quartz Crystal Microbalance (QCM), 
Williams et al. [28] reported the differential yield profile as a function of 
polar angle α by measuring the quantity of detected carbon sputterants 
per incident xenon ion per unit steradian. However, the measured data 
for each polar angle α was only collected at a fixed azimuthal angle, and 
a uniform sputterant distribution was assumed along the azimuthal di
rection. We include in Fig. 11 the equivalent f(α) from data provided by 
Williams et al. [28] at various E (black symbols). The experimental data 
for E ≥ 500 eV are in reasonable agreement with our MD-predicted f(α)
spanning the range of possible surface morphologies (0 ≤ H

λ ≤ 0.3). The 
experimental data, however, deviates from our simulation results in the 
backward scatter directions (i.e., α < 0◦) for E ≤ 350 eV, and is in 
contrast to our MD results which show f(α) to be independent of E 
(Fig. 7). Presumably, this discrepancy arises from the assumption of 
uniform distribution of sputterants along the azimuthal angle in the 
experimental measurements, which artificially enforces f(α)→0 when 
α→0◦. In comparison, we account for all detected carbon sputterants 
along the azimuthal angles for each polar angle data in our construction 
of f(α) from MD simulations (Fig. 7). 

4. Discussions 

A starting point of predicting the sputtering yields for any ion-target 
combination is through semi-empirical analytical formulas, including 
those by Sigmund [33], Yamamura & Shindo [35], and Eckstein & 
Preuss [36]. The free parameters of these formulas are commonly fitted 
to models based on binary collision approximation, such as SRIM or 
TRIM [38,39]. However, the differences between the sputtering yield 
data on carbon from experiments (black symbols in Fig. 6) and those 
from SRIM or TRIM models (purple symbols in Fig. 6) can differ by 

Fig. 9. Changes in the effective steady-state sputter yield Y with Hλ for E = 200 and 500 eV at = 0◦, 30◦, 45◦ and 60◦, considering the cumulative contributions of local 
incidence angle, surface redeposition, and surface shielding effects. 

H. Tran and H.B. Chew                                                                                                                                                                                                                       



Carbon 205 (2023) 180–193

189

several orders of magnitude at lower ion energies of ≤ 300 eV. Studies 
have also fitted these semi-analytical formulas to experimental sput
tering yields on carbon under low ion energies [47,60]. However, the 
experimental data for several polymorphs of carbon (black symbols in 
Fig. 6) shows a large spread between measurements conducted in 
different laboratories [24,26,27,29]. In addition, there is also no obvious 
correlation between the sputter yield data and the various polymorphs 
of carbon, including graphite, diamond, and carbon composites 
[26–29]. This is counterintuitive, in view of the large differences in sp3 

(711 kJ/mol) versus sp2 (524 kJ/mol) bond strengths, coupled with the 
anisotropy character of the various forms and orientations of graphite 
caused by the relatively weak bonding between hexagonal planes of 
atoms [47]. In fact, Tartz et al. [29] found no appreciable differences 
between the sputtering yield measurements of carbon-carbon, pyrolytic 
graphite, and high-density graphite of various grain sizes, with xenon 
ion energies ranging between 400 eV and 1.4 keV. Similarly, William 
et al. [28] reported nearly identical differential and total sputter yield 
measurements of carbon-carbon composite and pyrolytic graphite across 

200 eV ≤ E ≤ 1 keV and 0◦ ≤ θ ≤ 60◦. 
Through MD simulations on the xenon ion bombardment of h-MLG, 

v-MLG, and diamond, we show that the bombardment process creates 
the same amorphous subsurface for each of these carbon structures once 
steady-state sputtering is achieved. Each of these amorphous subsurface 
structures possess similar atomic densities (porosities) and proportions 
of sp/sp2/sp3 bond types, and hence are virtually indistinguishable from 
one another. Their structural characteristics also remain unchanged 
with further ion bombardment. This explains why the sputtering yield 
under steady-state bombardment is independent of the initial carbon 
structure reported in experiments [28,29]. Furthermore, our simulations 
show that the same unique amorphous subsurface structure is attained 
under different ion energies and incidence angles, implying that the 
sputtering measurements at steady-state are also independent of the 
prior sputtering history. Ultimately, these results suggest that our 
steady-state sputtering measurements from MD are applicable to a wide 
array of carbon structures subjected to sputter erosion. In the application 
of electric space propulsion, this includes pyrolytic graphite used for 
gridded ion optics, diamond films for coatings of ion thruster electrodes, 
isotropic graphite for pole covers of Hall effect thrusters, and poco or 
anisotropic graphite used to line the panels of ground-based testing fa
cilities of ion thrusters [14,19,20,61]. 

Performing large-scale atomistic simulations to account for micro
scale surface morphology effects is challenging because of the disparate 
length-scales. Instead, we idealize the surface geometry and consider 
changes to the sputtering yield (obtained from MD) caused by (a) 
changes to the local ion incidence angle at each impact point along the 
surface, (b) redeposition of sputterants which impact with surface fea
tures, as well as (c) partial shielding of the surface from incoming ions by 
surface features leading to a shadowing or masking effect. By aug
menting the MD predictions to account for surface morphology effects of 
amorphous carbon films, our sputter yield predictions are well within 

Fig. 10. Steady-state sputtering yield from MD simulations augmented to account for surface morphology effects (H
λ = 0.2; blue symbols) versus experiments for 

different carbon structures (black symbols). Solid blue lines denote maximum likelihood predictions of the Eckstein & Preuss [36] sputter yield model fitted to the 
MD results at H

λ = 0.2 (blue symbols), with the shaded grey region depicting the likelihood bounds of ±3σ, where σ is the standard deviation. 

Table 1 
Fitting parameters for the Eckstein & Preuss [36] sputter yield formula based on 
MD-derived data.  

Parameters Surface Morphology, H/λ Experiment [60] 

0 (MD) 0.1 0.2 0.3 

Q (eV− 1) 2.64 3.04 3.48 4.00 4 
λ 3.96 3.80 4.01 3.86 0.8 
μ 2.08 2.01 1.93 1.71 1.8 
Eth (eV) 11.2 11.9 12.5 13.8 21 
f 6.42 6.03 3.66 1.98 – 
c 2.17 2.21 1.25 0.57 – 
b 0.77 0.71 0.50 0.72 –  
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the experimental scatter across the range of ion energies and incidence 
angles (Fig. 10). This allows us to calibrate semi-empirical sputter yield 
models with MD data for the first time, which is especially critical at 
lower ion energies because of the large scatter in experimental data 
caused by low sputter yields. Building on the high accuracy of our MD 
sputtering yield predictions, we further obtain differential yield profiles 
of the sputterants, which are necessary for quantifying the contribution 
of facility effects associated with carbon backsputtering. This differen
tial yield data from MD complements the extremely limited set of 
experimental data available in the literature, which are highly non- 
trivial to obtain [19,31,62]. 

Surface morphology effects have been proposed to explain the 
differing sputtering yield data by Deltschew et al. [27] versus Williams 
et al. [28] and Tartz et al. [29] on carbon-carbon composites. While 
Deltschew et al. [27] demonstrated a two-fold higher sputtering yield for 
carbon-carbon composite compared to graphite, Williams et al. [28] and 
Tartz et al. [29] reported very similar sputtering yields between these 
two carbon structures – a conclusion more in line with our MD results. 
Unlike the carbon composite targets used by Williams et al. [28], 
however, the composite material characterized by Deltschew et al. [27] 
was not infiltrated with carbon or pyrolytically coated, and conse
quently, the carbon fibers were directly exposed to the ion beam. Thus, it 
was assumed by Williams et al. [28] that the exceptionally higher 
sputter yield for the carbon composite targets by Deltschew et al. [27] 
was due to the cylindrical fiber morphology (Fig. 12a and b – configu
ration 1). We show in Fig. 12c, however, that the sputtering yield caused 
by this cylindrical fiber morphology (blue dashed line), obtained by 
modifying (3) to account for the surface morphology in Fig. 12b – 
configuration 1, is not too different from that associated with a cosine 
surface morphology defined by H

λ = 0.2 (purple solid curve) which we 
have assumed for the various carbon polymorphs. However, Deltschew 
et al. [27] showed that the surface morphology of these carbon fibers 
also evolves with ion fluence (Fig. 12a). By idealizing these evolving 
surface geometries in Fig. 12b and modifying equations (2) and (3) 
accordingly, we show that the evolving sputter yield predictions tran
scending through these surface configurations appear to agree quanti
tatively with the experimental data of Deltschew et al. [27], at least for 

the higher ion energy values (E ≥ 500 eV). We remark that at lower ion 
energies, the evolving surface morphology can be very different from 
those reproduced in Fig. 12a for E = 500 eV. 

Our above analysis suggests the importance of accounting for the 
evolving surface morphology with ion fluence. Certainly, the surface 
features will change with the removal or redeposition of carbon sput
terants, especially under high fluence (Fig. 12a). In addition, our MD 
simulations show that the energy of the carbon sputterants can range 
from 5 to 40 eV for E = 200 eV and as high as 25–200 eV for E = 2 keV 
(see sputterant energy distributions in Fig. S6 of the Supplementary 
Materials); the impact of the higher energy carbon sputterants on sur
face features can initiate further sputtering. In addition, the surface 
morphology may be affected by the entrapment of xenon ions within the 
subsurface, as quantified by the xenon ion absorption rate (Fig. S3 of the 
Supplementary Materials). Surface roughening caused by these effects 
may in turn be offset by smoothening due to surface diffusion operative 
at longer time-scales [56,63]. Accounting for all these complexities will 
require Monte Carlo simulations, and is a subject of future work. 

5. Conclusion 

Large-scale, massively-parallel MD simulations were conducted to 
elucidate the sputtering yield of carbon substrates across the range of ion 
energies and incidence angles of relevance to surface erosion in ion 
thrusters for electric space propulsion. Our extensive simulation data 
complements the sparse experimental datasets of carbon sputtering 
yield and differential yield profile, in an ion energy regime (< 1 keV) 
where obtaining statistically-accurate sputtering measurements be
comes challenging in view of the very low carbon sputter rates. Our 
simulations uncovered the fundamental mechanism underpinning 
similar differential yield profiles and sputtering yields associated with 
different carbon target materials reported in experiments. We show that 
the bombardment of low energy heavy xenon ions creates an amorphous 
subsurface which, under steady-state conditions, possess the same 
structural characteristics (atomic density, sp/sp2/sp3 bond proportion) 
regardless of the initial carbon structure or the prior sputtering condi
tions. By upscaling our MD predictions to account for surface 

Fig. 11. Changes in the PDF of the differential yield profile of the sputterants, f(α), for different H
λ at θ = 0◦, 30◦, 45◦ and 60◦. Open black symbols denote the 

experimentally-measured probability distribution with a bin size of ± 10◦ for five different ion energies [28]. 
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morphology effects, our sputter yield predictions were well within the 
experimental scatter, and could quantitatively explain the contrasting 
experimental results associated with the unique and evolving surface 
morphology of exposed carbon fibers. Parameters of a semi-empirical 
sputter-yield model were calibrated using this MD dataset, to provide 
a reduced order representation of the sputtering yield for plasma-surface 
interactions. 
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Fig. 12. (a) SEM imaging of the evolving surface 
morphology of the exposed carbon fiber under 
xenon ion bombardment with E = 500 eV and θ =

0◦ [27]. (b) Idealization of the evolving surface 
morphology in (a). (c) Steady-state sputtering 
yield across different E with θ = 0◦, comparing 
experiments for Carbon–Carbon composites with 
MD predictions based on the varying surface con
figurations in (b). Purple line denotes the 
maximum likelihood predictions of the Eckstein & 
Preuss [36] sputter yield model at H

λ = 0.2 
(Fig. 11).   
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